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DeFi Attacks on Ethereum & BSC

2018-04 2022-04

>181 DeFi “attacks”
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3.24B USD losses

IEEE S&P 2023

https://eprint.iacr.org/2022/1773.pdf



DeFi Attacks
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18%!!!



Defence in Depth
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Pre-deployment

Best practices

Pre-audit[1]

Audit[2]

Transfer limits

Pause button

Post-deployment

Intrusion Detection[3]

Intrusion Prevention[4]

Vulnerability Search[5]

Similarity Detection[6]

Post-incident

Fast Forensic[7]

Post Imitation

[1] Still need an audit? – 2023

[2] Securify – 2018

[3] BlockGPT – 2023

[4] Imitation Game – 2023

[5] DeFiPoser – 2021

[6] DeFi Attack SoK – 2023

[7] Fast Forensic – 2023



1) Pre-audit

2) BlockGPT



Pre-audit

Isaac David, Liyi Zhou, Kaihua Qin,
Dawn Song, Lorenzo Cavallaro, Arthur Gervais
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What if..
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What if..
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Pre-audit

chatGPT

Claude

Contract SuperSecure 

{

…

}

Reentrancy

Reentrancy definition

+

Results:

Vulnerable because..

Not vulnerable because..

🤓

Results:

Vulnerable because..

Not vulnerable because..
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An automated Smart Contract Review



Tested Vulnerabilities + Ground Truth
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▪ 38 categories, e.g.
▪ Reentrancy

▪ On-chain oracle manipulation

▪ Absence of code logic or sanity checks

▪ 51 vulnerable contracts
▪ Vulnerabilities on 4 system layers
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Results?
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Considerations

▪ Training data

▪ Reproducibility

▪ Binary or Non-binary classification

▪ False Positives

▪ Truncation

▪ Context length

▪ Model temperature
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Do we still need a manual audit?

Yes, for now 🤭

Are the LLMs better than existing tools?

Sometimes 🤭



BlockGPT

Yu Gai*, Liyi Zhou*, Kaihua Qin,
Dawn Song, Arthur Gervais
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GPT Training Pipeline

Stage

Dataset

Algorithm

Model

Pretraining Supervised

Finetuning

Reward 

Modeling

Reinforcement

Learning

Raw Internet
Prompt-Response 

pairs
Comparisons Prompts

Language modeling
predict next token

Language modeling
predict next token

Binary Classification
predict rewards consistent 

with preferences

Reinforcement 

Learning
generate tokens that 

maximize the reward

Base model
e.g., GPT

SFT model RM model RL model
e.g., chatGPT
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Contributions

▪ Self-supervised learning for smart contract anomaly detection

▪ BlockGPT ranks
▪ 20/124 as most abnormal

▪ 20/124 as second most abnormal

▪ 7/124 as third most abnormal

▪ 2k transactions/second batched throughput
🡪 can be used as Intrusion Detection System
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Challenges of conventional ML-based IDS

▪ Binary classifier on labels: f(tx)→{Attack, Benign}

▪ Limited labelled attack data, attack patterns evolve

▪ Only <100 attacks/year



19

BlockGPT

BlockGPT

Trace

Likelihood Estimation

tx1

Results:

log p(New tx)

--- alarm threshold ---

log p(tx2)

log p(tx3)

log p(tx1)

🧐

tx2

tx3

New tx

A
b
n
o
r
m
a
l
i
t
y

1.

2.

3.
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BlockGPT Advantages

▪ No engineered rules, data driven.

▪ Can detect new attacks not covered by known rules.

▪ Can detect non-profitable attack transactions!
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Threat Model

▪ Computationally bounded

▪ Money!

▪ Observable Adversary: e.g., transactions propagate on a P2P

▪ Hidden Adversary: e.g., colluding with a miner
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Dataset

▪ Unlabeled (pretraining)
▪ 68M txs/1523 days from victim dApps

▪ Labeled (evaluation only)
▪ 124 DeFi attack

▪ Possibly multiple attack transactions per dApp
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BlockGPT Architecture

TX -> Tokenized Trace -> Trace Embedding -> Trace Likelihood



BlockGPT Results
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Attacks ranked as most abnormal
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Conclusions

▪ Self-supervised learning for anomaly detection

▪ Detects attacks without engineered rules

▪ High throughput

Paper: https://eprint.iacr.org/2023/592

Further details: https://rdi.berkeley.edu/

https://eprint.iacr.org/2023/592
https://rdi.berkeley.edu/


Thank you!
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Transformer-based trace embedding

▪ Tokenization
▪ Customized tokenization for DeFi (100k+ tokens)

▪ 93233 Ethereum addresses
▪ 6759 function signatures

▪ Informative low-level instructions
▪ EVM execution logs
▪ EVM memory read/write

▪ Our transformer
▪ 8 layers, each self-attention + position-wise feed-forward layer
▪ About 1 Billion parameters
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Tokenization Challenges

▪ Limited number of tokens (512, or 1024)
▪ Traces can be large
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Tokenization: from raw trace to tokens

▪ Raw trace as Intermediate Tree Representation (ITR)
CALL: 

| from: 0x99d...

| to: 0xe59...

| data: c4f...

|- DELEGATECALL:

| from: 0xe59...

| to: 0xe...

| data: f39...

|- READ, 0x95c..., 0x67a

|- LOG1, 0x0b8..., 0x699

▪ Tokenized trace
CALL, from, 0x99d…, to, 0xe59…, data: c4f… DELEGATECALL, from, 0xe59…, to, 0xe…, data, f39…, READ, 0x95c…, 

0x67a, LOG1, 0x0b8…, 0x699
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Dataset

▪ Vulnerability layers
▪ Smart Contract (42%)

▪ Protocol (40%)

▪ Auxiliary (30%)

▪ dApp transaction activity
▪ Minimum: 4

▪ Maximum: 0.6M
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IDS based on estimated likelihood rank

▪ Given a DeFi app
▪ BlockGPT estimates the log-likelihood of the traces of all 

transactions involving the app
▪ Raises alarm for the k least likely, i.e. most abnormal 

transactions.

▪ k can be adjusted depending on the dApp & costs.

▪ No labeled data required for training.
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Mutation Testing

Contract SuperSecure 

{

…

}

Contract SuperSecure 

{

…

Vulnerability 1

…

}Manually added vulnerability

GPT

ClaudeAsk the models

GPT-4 non-binary: 

78.7% true positives
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Chain of Thought

Contract SuperSecure 

{

…

}

Contract SuperSecure 

{

…

function x() {}

…

}Vulnerable?

GPT

Claude

What about function X?

GPT

Claude
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Related Work Landscape



Elastic Swap Attack (Dec-13-2022)
TX0 - “Attacker”
Function name: go()

TX1 - “Attacker”
Function name: go()
Propagated: P2P Network (detected at: 2022-12-13
02:32:43.238946+00)

TX2 - “Whitehat hacker”
Function name: NotYoink()
Built by: BeaverBuilder
Relayed by: BloXroute Max Profit (kudos to Toni 
Wahrstätter)

TX3 - “Whitehat hacker”
Function name: yoink()
Propagated: P2P Network (detected at: 2022-12-13
02:32:43.481679+00)

36

250 ms!

time



Elastic Swap Attack (Dec-13-2022)
Whitehat hacker capabilities

Bilingual
- “yoink” contract for transactions on the P2P network

- “No Yoink” for transactions through relayers

Generalized? Front-Running
- Mimic & front-run in 250 ms!

Bribe genius
- Vulnerable 523.55 ETH

- - 78.53 ETH (15% Bribe)

- - 44.50 ETH (10% bounty)

37
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Transformer and Language Models

▪ LLM
▪ given a sequence of tokens x1, …, xn, find its likelihood:
▪ p(x1, …, xn) = ?

▪ Transformer
▪ Multi-layer neural network with self-attention
▪ given x1, …, xn generates a sequence of vectors, from 

which we compute log p(x1, …, xn)

▪ Pretraining
▪ Maximize the log-likelihood of observed sequences of 

tokens: max log p(x1, …, xn)
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Intrusion Detection with BlockGPT

▪ Percentage ranking
▪ Flag the least likely α%

▪ Absolute ranking
▪ Flag the least likely k%
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BlockGPT IDS Performance
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Case Study #1: Beanstalk (Observable Adv)

▪ April 2022
▪ Adversary borrows 1B USD
▪ Exchange proceeds for 67% stake in Beanstalks
▪ Passes vote to withdraw treasury

▪ Observable Adversary
▪ Etherscan observed the transaction 30 seconds before being mined.

▪ BlockGPT
▪ Ranks the transaction as most abnormal among all beanstalk txs
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Case Study #2: Revest (Hidden Adv)

▪ March 2022
▪ 4 adversarial transactions over 17 minutes
▪ 2M USD lost

▪ Hidden Adversary
▪ Mined through FaaS (Flashbots)

▪ BlockGPT
▪ Can only act as retrospective tool
▪ Once the first adversarial transaction is mined
▪ Could have prevented 3 out of the 4 transactions



Are attacks similar?



Bytecode Similarity Analysis 🤨

▪ 100% similarity among 38

▪ 80% similarity among 85

▪ 100% similarity among 29

▪ 80% similarity among 73

Adversarial and vulnerable contracts are detectable. 44

💾 Bytecode           🪓 Ngram            🏹 Embedding           🤨
Similarity

Victim Contracts Attacker Contracts
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